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Explanations to...

justify, understand, discover, robustness, bias, improvement,
transferability, human comprehensibility
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Regulation of AI devices in industry
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AI Programme - 2023 Highlights

Extension of technical scope:
•Reinforcement Learning
•Symbolic / Hybrid AI

Update timeline
•Update current action plan
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Taxonomy of XAI approaches (Belle and Papantonis, 2021)
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Figure 2: A taxonomic view on XAI

As should be expected, there will be overlap between these frameworks.2 The first two frameworks are inspired
by the discussions in [3], adapted and modified slightly for our purposes. The third and fourth framework are based
on an analysis on the current strengths and limitations of popular realizations of XAI techniques. The fifth is a “cheat
sheet” strategy and pipeline we recommend based on the development of numerous libraries for the analysis and
interpretation of machine learning models (see, for example, [60]).

5.1 Taxonomy Framework
In Figure 2, we arrange models in terms of the kinds of explainability that are enabled, to be seen as a taxonomy.
The subsequent frameworks will be based on this taxonomy, and can be seen as elaborations on the distinction be-
tween transparent and opaque ML models (Transparency framework), followed by a description of the capabilities of
explainability approaches (XAI Capability framework).

5.2 Transparency Framework
In Table 1, we draw a comparison between models in terms of the kinds of transparency that are enabled. This
table demonstrates the correspondence between the design of various transparent ML models and the transparency

2We note that without experimental comparisons and a proper deliberation on the application domain, these frameworks purely provide an
intuitive picture of model capabilities. We also note that in what follows, we make the assumption that the data is already segmented and cleaned,
but it should be clear that often data pre-processing is a major step before machine learning methods can be applied. Dealing with data that has not
been treated can affect both the applicability and the usefulness of explainability methods.
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Interpretability (Lipton, 2016)

Human in the loop

I Interpretability stands for a human-level understanding of the inner working of the model

Simulatability: model ability to be simulated by a human. Simplicity alone is not enough
(e.g., very large amount of simple rules). At the level of the entire model

Decomposability: ability to break down a model into parts and then interpret them. At the
level of individual components

Algorithmic transparency: ability to understand the procedure the model goes through to
generate its output. At the level of the training algorithm
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Abstract
The complexity of industrial processes imposes a lot of challenges in building accurate and representative causal models
for abnormal events diagnosis, control and maintenance of equipment and process units. This paper presents an innovative
data-driven causality modeling approach using interpretable machine learning and process mining techniques, in addition to
human expertise, to efficiently and automatically capture the complex dynamics of industrial systems. The approach tackles
a significant challenge in the causality analysis community, which is the discovery of high-level causal models from low-
level continuous observations. It is based on the exploitation of event data logs by analyzing the dependency relationships
between events to generate accurate multi-level models that can take the form of various state-event diagrams. Highly accurate
and trustworthy patterns are extracted from the original data using interpretable machine learning integrated with a model
enhancement technique to construct event data logs. Afterward, the causal model is generated from the event log using the
inductive miner technique, which is one of the most powerful process mining techniques. The causal model generated is a
Petri net model, which is used to infer causality between important events as well as a visualization tool for real-time tracking
of the system’s dynamics. The proposed causality modeling approach has been successfully tested based on a real industrial
dataset acquired from complex equipment in a Kraft pulp mill located in eastern Canada. The generated causality model was
validated by ensuring high model fitness scores, in addition to the process expert’s validation of the results.

Keywords Causality analysis · Interpretable machine learning · Process mining · Petri nets · Discrete event systems ·
Supervisory control

Introduction

One of the major contributing factors to the higher rates of
Greenhouse Gas (GHG) emissions of large-scale industrial
facilities is inefficient monitoring, which leads to impre-
cise control activities causing higher frequency of faults and
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maintenance activities, poor adaptability to system uncer-
tainties, and excessive energy consumption. Among these
complex processes are large final emitters (LFEs) found
in process industries such as oil refineries, steel & iron
production, the cement industry, chemical processes, and
pulp & paper mills (Talbot & Boiral, 2013). Those facil-
ities require massive amounts of energy and they emit an
average of 50,000 tons or more of GHG, specifically car-
bon dioxide (CO2) per annum (Climate Change Connection,
2018). In these large-scale facilities, building precise and rep-
resentative causal models that can handle the fast-evolving
dynamics and the high level of interactions between con-
trollers becomes significantly challenging, time-consuming,
and economically expensive in addition to the detailed
and extensive subjective knowledge required from process
experts and operators (Sun et al. 2021) and (Ragab et al.,
2014).

Accordingly, accurate monitoring and root cause analy-
sis tools are essential to promote more efficient supervisory
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a b s t r a c t 

Condition-based maintenance (CBM) is becoming more commonplace within the petrochemical indus- 

try. While we find that previous research leveraging machine learning has provided high accuracy in 

the predictive aspect of machine breakdowns, the diagnostic aspect of these approaches is often lacking. 

This paper implements a supervised machine learning approach, with the goal of both prediction and 

diagnosis of machinery breakdowns, emphasizing the latter. To achieve this, it uses an XGBoost model 

trained on a combination of sensor and report data, and enriches the model with Shapley values for di- 

agnostic insights. We show that this combination of statistical methods, combined with a proper data 

treatment, can be used to great effect and can vastly improve the diagnostic value of machine learning 

approaches. The insights that follow from the analysis can subsequently be leveraged by plant operators 

in CBM strategies or root-cause analyses. 

© 2021 Elsevier Ltd. All rights reserved. 

1. Introduction 

In contemporary refineries, interlinked processes have become 

more advanced and complex. As a consequence, the machinery 

used in these processes needs more sophisticated and targeted 

maintenance strategies ( Ahmad and Kamaruddin, 2012 ). One of the 

emerging trends is the use of advanced statistical data analysis 

and modeling techniques on available sensor data ( Moraru et al., 

2010 ) to investigate machine behavior and breakdowns ( Lee et al., 

2014 ). Leveraging these new methods and utilizing new data in- 

flows come with their own respective challenges ( McAfee et al., 

2012 ). The challenges consist of, but are not limited to; gathering, 

storing, serving, analyzing data, and generating buy-in with on-site 

personnel. Modern industrial plants exacerbate these challenges by 

generating vast amounts of data with a high frequency. Moreover, 

data is gathered from various sources (i.e. sensors, event report- 

ing systems, inspection reports, laboratory results,...) and can either 

be collected automatically or manually. All of these types of data, 

however, are seeing increased usage in maintenance applications. 

Adding to the above data-related challenges, one finds the con- 

tinued use of traditional strategies within the industry. The tradi- 

tional approaches ( Bloch and Geitner, 2019 ) focus on monitoring 

the ‘bad-actor’ equipment, repairing the damaged equipment af- 

ter a breakdown (run-to-failure or corrective maintenance) or on 

∗ Corresponding author. 

E-mail address: dirk.vandenpoel@ugent.be (D. Van den Poel). 

adhering to a strict inspection schedule (preventive maintenance), 

and both of these outdated extremes can be considered as waste- 

ful ( Jardine et al., 2006 ). However, an evolution in these mainte- 

nance strategies is occurring through the application of analyti- 

cal Condition-based Maintenance (CBM) ( Engel et al., 20 0 0 ). CBM 

seeks to provide a middle ground between the two traditional 

views ( Tsang, 1995 ). It avoids the wasteful extreme cases and is be- 

ing used in real-life scenarios to great effect ( Liu and Karimi, 2020 ). 

The improvement over the traditional views is mostly attributed 

to solving the complexity challenges where the ability of humans 

to identify patterns falls short. In this regard, supervised machine 

learning is suggested for systematic prediction of faults where the 

amount of well-defined knowledge is vast and the sequence of 

steps required to identify the fault is very long ( Gelgele and Wang, 

1998 ). This stems from the dependency of machine learning on 

sizeable amounts of real or simulated ( Sobie et al., 2018 ) data to 

learn the breakdown patterns. An oil refinery, such as discussed in 

this paper, fits the paradigm of a data-rich, complex environment 

where machine learning techniques provide the most benefit ( Shah 

et al., 2020; Kadlec et al., 2009 ). 

In data-centric CBM ( Jardine et al., 2006 ), a predictive model 

is used to anticipate machine failures or shutdowns ( Hashemian, 

2010; Mobley, 2002 ). Fault diagnosis of machinery ( Isermann, 

2011 ) is an extensive field covering both theoretical and empiri- 

cal approaches ( Heng et al., 2009 ). The predictive aspect through 

empirical data mining is well covered in literature; deep learning 

neural nets have been used to model bearing failure ( Sohaib and 

Kim, 2018 ), gas turbine performance ( Liu and Karimi, 2020 ), and 

https://doi.org/10.1016/j.compchemeng.2021.107381 
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A B S T R A C T   

This review article examines recent advances in the use of machine learning for process industries. The article 
presents common process industry tasks that researchers are solving with machine learning techniques. It then 
identifies a lack of consensus among past studies when selecting an appropriate model given a prescribed 
application. Furthermore, the article identifies that relatively few past studies have considered model inter
pretability – a “black-box” challenge holding back machine learning’s implementation in more high-risk in
dustrial applications. This interdisciplinary field of engineering and computer science is still reasonably young. 
Additional research is recommended to standardize methods and establish a strategic framework to manage risk 
during adoption of machine learning models.   

1. Introduction 

Over the last decade, there has been a significant increase in research 
on the application of machine learning in process industries. Past studies 
have typically introduced a historical engineering problem, advised how 
data-science and machine learning can solve that problem, and dis
played evidence supporting each proposed method. The goal of this 
systematic literature review (SLR) is to comprehensively examine these 
past studies and identify the most common process industry tasks and 
machine learning models used by those working in this field. Moreover, 
this paper will specifically focus on the topic of model interpretability. In 
machine learning, weights or biases calculated within models are often 
purely mathematical, and not physically derived. The algorithms do not 
relate back to scientific first principles. Such models may be acceptable 
in certain situations (McCoy et al., 2022; Ghassemi et al., 2021; Yarkoni 
and Westfall, 2017); however, a “black-box” approach is contradictory 
to traditional practices used by engineers – who prepare designs or make 
process decisions from physically based understanding of science – not 
simply unconditional faith in data. This can be especially challenging for 
industry leaders who develop standards, best-practices, and certify en
gineering methods. As stated by Rumina Velshi, President and CEO of 
the Canadian Nuclear Safety Commission, in 2019 – “someday … a li
censee will request the use of an automated artificial intelligence-based 
system in a nuclear facility … licensees themselves may not fully un
derstand all potential ways that this type of system could fail, and will 
have to make hard judgments about the amount of testing and 

simulation necessary to validate it” (Velshi, 2019). 
Machine learning is based on statistics – a subject that involves re

lationships, correlations, and probabilities; less so, on causality (Pearl 
and Mackenzie, 2020). On the other hand, engineers seek causality. One 
must understand why A causes B, to make decision C. Despite the recent 
attention towards machine learning, a clear explication of causality from 
industrial machine learning models remains an open research topic 
requiring further investigation (Guidotti et al., 2019; Adadi and Berrada, 
2018). Many engineers will dedicate a substantial portion of their career 
trying to understand why a particular problem happened, why equip
ment failed, why an alarm didn’t go off, or why someone was injured. 
Finding that answer can be challenging if a black-box algorithm was 
used in the industrial process under examination. This same problem 
may be much less difficult for a model that was derived from 
physics-based understanding of a system. Thus, it would be useful to find 
some compromise that retains the benefits of machine learning, “flexi
bility, accuracy, and execution speed” (Dobbelaere et al., 2021), while 
incorporating engineers’ knowledge of physical systems to keep the 
models to some extent interpretable. 

Hence, there is a demand for further research in the field of 
explainable artificial intelligence (XAI). A primary objective for XAI is 
the development of new models and methods that offer causal re
lationships between observational inputs and outputs. Beyond causality, 
another objective of XAI research is trustworthiness (Arrieta et al., 
2020). Black-box models may suffer from the “Clever Hans effect”; 
where, a critical model demonstrates high accuracy during training and 
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Human Factors in Model Interpretability: Industry Practices,
Challenges, and Needs

SUNGSOO RAY HONG, New York University, USA
JESSICA HULLMAN, Northwestern University, USA
ENRICO BERTINI, New York University, USA

As the use of machine learning (ML)models in product development and data-driven decision-making processes
became pervasive in many domains, people’s focus on building a well-performing model has increasingly
shifted to understanding how their model works. While scholarly interest in model interpretability has grown
rapidly in research communities like HCI, ML, and beyond, little is known about how practitioners perceive
and aim to provide interpretability in the context of their existing workflows. This lack of understanding
of interpretability as practiced may prevent interpretability research from addressing important needs, or
lead to unrealistic solutions. To bridge this gap, we conducted 22 semi-structured interviews with industry
practitioners to understand how they conceive of and design for interpretability while they plan, build, and use
their models. Based on a qualitative analysis of our results, we differentiate interpretability roles, processes,
goals and strategies as they exist within organizations making heavy use of ML models. The characterization of
interpretability work that emerges from our analysis suggests that model interpretability frequently involves
cooperation and mental model comparison between people in different roles, often aimed at building trust not
only between people and models but also between people within the organization. We present implications
for design that discuss gaps between the interpretability challenges that practitioners face in their practice
and approaches proposed in the literature, highlighting possible research directions that can better address
real-world needs.

CCS Concepts: • Human-centered computing→ Human computer interaction (HCI); Collaborative
and social computing theory, concepts and paradigms; • Computing methodologies → Machine
learning.

Additional Key Words and Phrases: machine learning; model interpretability; explainable AI; empirical study;
data scientist; domain expert; subject matter expert; mental model; sense-making; group work
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1 INTRODUCTION
Recent years have witnessed a rapid increase in the deployment of machine learning (ML) in a large
variety of practical application areas, such as finance [54], healthcare [2, 16, 38], governance [50],
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A B S T R A C T   

Although technology valuation has benefited considerably from recent advances in machine learning technology, 
the results of prior studies in this field are of limited use in practice because they rely solely on black box models 
whose internal mechanisms are hidden. We develop an analytical framework for successful expert–machine 
collaborations for technology valuation using interpretable machine learning that makes a model’s behaviors and 
predictions understandable to humans. First, a technological characteristics–economic value matrix is con
structed using patent and technology transaction databases. Second, machine learning models are developed to 
examine the nonlinear and complex relationships between the technological characteristics and economic value 
of technologies. Third, the performance of the machine learning models is assessed using quantitative metrics. 
Finally, the SHapley Additive exPlanation method is applied to the best-performing model to explain which 
technological characteristics influence the economic value of technologies. By these means, we investigate the 
importance of the features of technological characteristics (and their interactions) in technology valuation and 
offer theoretical and practical implications of the analysis results. A case study of the technologies registered in 
the Office of Technology Licensing at Stanford University confirms that our framework is a useful complementary 
tool for technology valuation.   

1. Introduction 

Technology valuation is a challenging task because the economic 
value of technologies is affected by many uncertain factors and the 
ground truth of analysis results can be ascertained only after commer
cialization of the technology (Fischer and Leidinger, 2014). The first 
official valuation of technology was performed by the New Deal’s Na
tional Resource Commission to examine the potential of 13 major in
ventions and predict the economic and technological impacts of these 
technologies (Coates et al., 2001). Since then, technology valuation 
methods have evolved through various stages with shifts in perspectives, 
focuses, and approaches in the public and private sectors. Historically, 
early research focused on developing expert-centric (Chiu and Chen, 
2007) and model-based approaches (Park and Park, 2004), whereas 
recent literature presents a trend towards developing data-driven ap
proaches (Chung and Sohn, 2020; Kim et al., 2021; Ko et al., 2019; Lee 

et al., 2018). In particular, technology valuation has substantially 
benefited from recent advances in machine learning technology, i.e., 
models and methods used to examine and discover meaningful patterns, 
relations, and insights within an immense volume of data across het
erogeneous sources (Chen et al., 2012). 

Organizations should aim to use a variety of approaches within their 
resource limitations to deal with the high level of uncertainty and 
complexity associated with technology valuation, although the domi
nant approach in practice is based on expert appraisals (Kim et al., 
2021). Experts and machine learning technology have different skills 
that can create synergies and overcome each other’s limitations. Spe
cifically, experts can integrate knowledge from heterogeneous sources, 
whereas the strength of machine learning technology lies in its ability to 
compute large-scale data at the lowest level of granularity (Jarrahi, 
2018). However, while various machine learning models (mostly su
pervised machine learning algorithms) have reduced the time and cost 
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Bayesian networks

Probabilistic graphical models

Directed acyclic graph

p(X1, . . . , Xn) =
n∏

i=1

p
(
Xi | Pa(Xi )

)
Conditional independence: W and T are conditionally
independent given Z⇔ p(W|T, Z) = p(W|Z)

p(A, N, S, D, P) = p(A)p(N|A)p(S|A)p(D|N, S)p(P|S)

Inference

Exact: variable elimination, message passing

Approximate: sequential simulation and MCMC

p(Xi |Stroke=yes)
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Bayesian networks

Conditional independence

p(Xi ) p(Xi |Stroke=yes)

p(Xi |Stroke=yes, Neural Atrophy=yes) p(Xi |Stroke=yes, Neural Atrophy=yes, Age=young)
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Bayesian networks

Learning BNs from data
STRUCTURE LEARNING

1 Detecting conditional independencies between triples of variables by hypothesis tests
2 Score and search methods

Score and search

Search spaces Scores Search

DAGs Equiv.
classesDAGs Orderings Penalized 

likelihood Bayesian Exact

AIC, BIC

Approximate

BD, K2, 
BDe, BDeu

Greedy, simulated 
annealing,EDAs, 
genetic algorithms,  
MCMC

Dynamic 
programming, 
branch & bound, 
mathematical 
programming

PARAMETER LEARNING: p
(
Xi = xi | Pa(Xi ) = paj

i

)
1 Maximum likelihood estimation
2 Bayesian estimation
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Bayesian networks

Machine learning and Bayesian networks
Clustering

• Non-probabilistic

– Hierarchical

• Agglomerative

• Divisive

– Partitional

• K-means

• K-medians

• K-modes

• Fuzzy C-means

• Self-organizing map

• Spectral clustering

• K-medoids

• Affinity propagation

• K-plane clustering

• Fuzzy C-shell

• DBSCAN

• Probabilistic

– Finite-mixture models

– Bayesian networks

Anomaly detection

• Probabilistic approaches

• Distance-based

• Reconstruction-based

• Domain-based

• Information theory-based

• Bayesian network likelihood

Multi-output regression

• Problem transformation methods

– Single-target method

– Multi-target regressor stacking

– Regressor chains

• Algorithm adaptation methods

– Multi-output suppor vector regression

– Kernel methods

– Multi-target regression trees

– Rule method

– Gaussian Bayesian networks

Multiview-clustering

• Agglomerative clustering

• Density-based

• Principal component analysis

– Canonical correlation analysis

• Spectral clustering

• Co-regularization

• Ensemble clustering

• Bayesian networks

Discovery associations

• Association rules

• Bayesian networks

MACHINE
LEARNING

Anomaly detection

• Probabilistic approaches

• Distance-based

• Reconstruction-based

• Domain-based

• Information theory-based

• Bayesian network likelihood

Supervised classification

• Non-probabilistic

– Nearest neighbors

– Classification trees

– Rule induction

– Artificial neural networks

– Support vector machines

• Probabilistic

– Discriminant analysis

– Logistic regression

– Bayesian network classifiers

• Metaclassifiers

– Fusion of outputs

– Stacked generalization

– Cascading

– Bagging

– Random forest

– Boosting

– Hybrid classifiers

Multi-dimensional classifiers

• Problem transformation methods

– Binary relevance

– Classifier chains

– RAkEL

– LPBR

– Label powerset

• Algorithm adaptation methods

• Multi-dimensional Bayesian network clas-
sifiers

Feature subset selection

• Filter approaches

– Univariate filters

– Multivariate filters

• Wrapper methods

– Bayesian networks-based EDAs

• Embedded methods

• Hybrid methods
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Explainability with Bayesian networks (XBN)

XBN

1. Model 2. Reasoning

4. Decision3. Evidence

Predictive

Diagnostic

Intercausal

Same-
decision

Prob.

Sensitivity
analysis

Most
probable 

explanation

Most
relevant

explanation

Counterfactual

Visual aids
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Quenching with laser

Quenching with laser Larrañaga,..., Bielza (2019)

TTT curve with a possible cooling trajectory of a hardening process
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Quenching with laser

Quenching with laser

Laser beams are able to heating
small and localized areas

High-speed thermal cameras

One full rotation of the surface of
each crankshaft took 21.5 seconds
(sequences of 21,500 frames)

c©C. Bielza, P. Larrañaga XBN in Industry - ECAI-2023 October 1, 2023



Quenching with laser

Quenching with laser: dynamic Bayesian networks
Factorization

Discretize timeline into a set of time slices, regularly spaced (predetermined granularity)

Value of each variable at time t0 = 0, t0 + ∆, t0 + 2∆, ...,T

Transition arcs forward in time, arcs within a slice

p(X0, ...,XT ) = p(X0)︸ ︷︷ ︸
initial distribution

T∏
t=1

p(Xt | X0:t−1)︸ ︷︷ ︸
transition net

= p(X0)
T∏

t=1

p(Xt | Xt−1)︸ ︷︷ ︸
Markovian order 1

unrolled BN

Stationary

X 1
0

X 2
0

X 3
0

X 1
t+1X 1

t

X 2
t

X 3
t

X 2
t+1

X 3
t+1

X 1
1

X 2
1

X 3
1

X 1
0

X 2
0

X 3
0

X 1
2

X 2
2

X 3
2

t=0 t=1 t=2
Prior net Transition net Unrolled over 3 steps

c©C. Bielza, P. Larrañaga XBN in Industry - ECAI-2023 October 1, 2023



Quenching with laser

Quenching with laser: transition network
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Quenching with laser

Quenching with laser: Markov blanket of each region

Region 3 Region 4 Region 5

Region 6 Region 7 Region 8

Region 9 Region 10 Region 12
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Quenching with laser: conditional probability tables
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Quenching with laser

Quenching with laser: anomaly detection by likelihood

Normality
Model

TRAINING DATASET

Anomaly Score
Anomaly
Threshold

Normal Abnormal

Anomaly Score

Anomaly Threshold

1 Estimate a probabilistic model (based on dynamic Bayesian
networks) from the normal instances

2 Establish a threshold in this joint probability distribution

3 Compare the likelihood of the new instance with the likelihood
threshold

Why this anomaly? ⇒ Likelihood decomposition

Can we generate synthetic anomalies? Defect in the laser power supply unit, camera
sensor wear...
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Fouling in industrial furnaces

Fouling in industrial furnaces Quesada, Valverde, Larrañaga, Bielza (2021)

D. Quesada, G. Valverde, P. Larrañaga et al. Engineering Applications of Artificial Intelligence 103 (2021) 104301

Fig. 1. Schematic representation of the fouling effect inside a tube in the furnace. The fouling layer appears over time and has to be removed when the working conditions
degrade past a temperature that would melt the tube walls.

Fig. 2. Illustration of the layout of the four different sections (S1, S2, S3 and S4) inside the furnace. When one needs to be shut down to perform cleaning operations, the others
remain operational.

have linear Gaussian CPDs, then their joint probability distribution is
defined as

𝑝 (𝐱) =
𝑛
∏

𝑖=1
𝑝
(

𝑥𝑖|𝐏𝐚𝑖
)

=
𝑛
∏

𝑖=1


(

𝛽0𝑖 +
𝑟(𝑖)
∑

𝑗=1
𝛽𝑗𝑖𝑥𝑗(𝑖); 𝜎2𝑖

)

(2)

where 𝐱 = (𝑥1,… , 𝑥𝑛) is the number of nodes in the network and 𝑟(𝑖)
is the number of parents of node 𝑋𝑖. The coefficients of each local
probability distribution are estimated via linear regression models.

To apply the GBN model, we assume the variables in our problem
are Gaussian. This means that the joint probability distribution of the
variables in the linear Gaussian model is a multivariate Gaussian, which
is not usually the case in real-world problems. However, we usually do
not know the real distribution of the variables in this kind of problem,
and the Gaussian assumption is a fair approximation in many cases.
Moreover, the GBN model offers the advantage of simplicity in terms
of more easily making inferences and learning parameters.

3

In the tubes, preheat the oil before entering the furnace

Impurities deposited Clean tubes periodically

D. Quesada, G. Valverde, P. Larrañaga et al. Engineering Applications of Artificial Intelligence 103 (2021) 104301

Fig. 5. A segment of the temperature TS on the tube walls. Three different cycles are shown in different colours. The black dotted lines show the limits of each cycle. If we split
the multivariate TS into these independent cycles, we obtain several iid instances of the same underlying process.

Fig. 6. Adapting a data set 𝐷 to learn a Markovian order one DGBN. All columns are
shifted with 𝑂 = 1 and added to the data set. The grey row contains missing values
and should be deleted.

used hierarchical clustering with the adaptive dissimilarity index dis-
tance (Chouakria and Nagabhushan, 2007). This metric takes into
account the proximity of the values in two TS and similar changes in the
behaviour of both of them. To address the effect of having TS of differ-
ent orders of magnitude, we performed max–min normalization. Given
that our objective was to filter out redundant variables, we established
a conservative cut-off point for the clusters, as shown in Fig. 7. In this
way, we make sure that selecting one variable as the representative of
the cluster will not lead us to discard useful information.

We obtained 35 variables for each section. As expected, the redun-
dancy among the sensors was very high, and there were clusters of
five or more sensors that yielded TS with minimal differences between
them.

5. Methods and results

To apply a DGBN model, we must first define the structure learning
algorithm and the inference method to follow. We will train multiple
DGBNs to compare the behaviour and accuracy of their forecasts.
Afterwards, we will also train a CRNN to compare its performance with
the DGBN model.

5.1. Structure learning

The structure of the DGBN was learned with the adapted data
set and a version of the dynamic max–min hill climbing (DMMHC)
algorithm as explained in Trabelsi (2013). This is an extension of the
max–min hill climbing (MMHC) algorithm (Tsamardinos et al., 2006),
a hybrid method that searches the space of possible structures with a
local search and then directs the arcs and scores the resulting networks
with an evaluation criterion.

The MMHC algorithm first performs a local search of the structure
around each node, that is, its potential parents and children. This is
done by finding the Markov blanket of each node, which is the group
of nodes that makes it conditionally independent from the other nodes.
In the presence of continuous variables, there are several measures of
this conditional independence given the data. In our case, we use the
exact 𝑡 test for Pearson’s correlation coefficient (Edwards, 2012):

𝑡 (𝑋, 𝑌 |𝐙) = 𝜌𝑋,𝑌 |𝐙

√

𝑛 − |𝐙| − 2
1 − 𝜌2𝑋,𝑌 |𝐙

, (5)

where 𝜌𝑋,𝑌 |𝐙 is the partial correlation coefficient of 𝑋 and 𝑌 given the
set of variables 𝐙 and |𝐙| is the number of nodes in the set 𝐙. Let 𝐆 be
the set of all nodes in the graph, and let 𝐘 ≡ 𝐆⧵{𝑋,𝐙}. Then the main
idea is to find the set of nodes 𝐙 that makes a node 𝑋 independent
from all nodes 𝑌 ∈ 𝐘. An undirected arc between 𝑋 and all the nodes
in 𝐙 is then added whenever the test is not statistically significant. Once
the local structure of all the nodes is found, we obtain the skeleton of
the network by combining them, which constrains the step of scoring
and finding the best structure. Thus, to direct the arcs in the network,
only edges that are present in the skeleton of the net are allowed to
be included, and the resulting structures are scored with the Bayesian
information criterion (BIC) (Schwarz, 1978). The BIC score measures
how well a model fits the data, and at the same time, it penalizes
complexity as measured by the number of parameters in the model.
Once the structure of the network is determined, the parameters are
fitted via maximum likelihood estimation.

6

iid trayectories (cycles) to learn (different lengths)

Predict temperature to be provided to the
walls as the fouling evolves, specially in the
long term (T = 2000h)

And so help operators when the next cleaning

5 years (∼2.7 months), 20 cycles (∼2000h),
hourly data (43,415h)

35 variables: physical properties (pressure,
temperatures, feed flow heaters...) from sensors
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Fouling in industrial furnaces
D. Quesada, G. Valverde, P. Larrañaga et al. Engineering Applications of Artificial Intelligence 103 (2021) 104301

Fig. 9. Resulting predictions of a Markovian order four DGBN for two cycles with different characteristics. The black line represents the real temperature TS while the red curve
is the estimation of the DGBN. Note how the predictions adapt to the observed tendency in the initial evidence provided. The predictions are extended to the full length of the
cycles, with the first being an example of a cycle that ends early.

Fig. 10. Average absolute error over time of forecasting with the Markovian order four network. The absolute error is low in the first days and then increases due to the cycles
individual behaviours. As the ending point of the cycles approaches, the error decreases.

slices and having the present time slice depend on them, the initial
evidence given to the network helps it decide whether the tendency
of the series will grow more sharply, as shown in Fig. 9. At Markovian
order four and greater, increasing the Markovian order decreases the
forecast accuracy due to the accumulated noise and overfitting, which
increases because the network is extended backwards by many time
slices.

Once we chose the Markovian order four DGBN, we assessed how
the average error in the forecast varies as time increases. The majority
of the cycles exhibited a low MAE in the first days of predictions and
then an increase. Then, the error diminished progressively as the cycle
reached its ending point. This behaviour can be seen in Fig. 10. This
indicates that the model is appropriate for short-term predictions as
well as for predicting the end of a cycle’s life, which was our original
objective. On the other hand, the predictions are less accurate around
the 400-hour mark, where many of the predictions behave uniquely
due to the interventions of the furnace operators. Our objective of
predicting the evolution of the series in the long term is fulfilled by
predicting what the initial growth of the series will be in the short term
and what temperature the series will have by the end of the forecast.

The inference process maintains a good execution time overall,
and the bottleneck is the learning of the structure. It is important to
note that, rather than an exact prediction, we obtain a probability
distribution that defines the estimate of the variable, and in our case
we take the mean as the most probable value in calculating the metrics.
In Fig. 9, we plot the mean of the distribution in each time slice.

If we examine the network, we can see which variables directly
influence the value of the average oven temperature. In Fig. 11, we can
see an example of our visualization tool with a Markovian order four
DGBN. We can see that the time since the last cleaning and the pressure
of the gas in the heaters, among other variables, appear as parents of
the temperature, as well as the temperature in the last four temporal

instants. With the time since the start of the current cycle we model the
state of the fouling effect in the system, and the gas pressure directly
influences the heat transferred to the tube walls. The appearance of the
flow of fuel administered to the oven heaters four hours previously as
a direct parent of the temperature indicates possible past interventions
on a four hour-basis. With this structure, we can also simulate scenarios
to see how the variation of certain temperature variables will affect the
system in the future.

The results of the Markovian order four network prediction over the
test cycles show it to be a powerful tool in forecasting the profile that
the temperature curve will have over the coming months. By providing
it with four hours of previous evidence of the behaviour of the furnace,
the operators of the plant will be able to gain information on the life
expectancy of the current cycle and plan the cleaning of the tubes
accordingly.

In contrast, we can see the MAE results when forecasting in short,
mid and long-term with the CRNN model in Table 2. The network av-
eraged 44.7 min of training time on 300 epochs. It shows exceptionally
good results on short and mid-term forecasting, but it degrades rapidly
on the long-term. One interesting contrast that can be seen in Fig. 12 in
comparison to forecasting with DGBNs is that the profile of the curve it
predicts is less smooth, providing a prediction that looks closer to real
data. This is due to the DGBN predicting the expected mean over time,
not the exact value. The real value is expected to fall close to the mean
in an interval defined by the variance. The results for short and mid
term forecasting with the CRNN are better than the DGBN model, but
the long-term forecasting degrades rapidly. In the scenario of finding
the expected remaining useful life of each cycle, the DGBN model is
able to give us a good estimate, while the CRNN is able to predict the
near future more accurately.

The decrease in accuracy on the long-term is very likely due to lack
of data to fit CRNNs that are able to predict a longer span of time.

9

Predictions of a test cycle (red)
p(X t+h|e0:t )
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Fig. 11. A screenshot of the visualization tool included in our package showing the parent and child nodes of the objective variable (cyan) in the Markovian order four DGBN.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 12. Results of giving the CRNN the first 24 h of a cycle as inputs and forecasting the next 50 h. The forecasting returns an accurate profile in the short term. As opposed
to the DGBN, this model is normalized with the mean and variance of the training data set.

Table 2
CRNN forecasting results.

Time span Exec. time MAE

50 h 0.98 s 4.63
100 h 1.6 s 7.05
250 h 3.4 s 14.01
500 h 6.57 s 47.43

This type of neural network models are very powerful for either static
predictions or forecastings, but require enough previous samples to be
able to converge to a stable state. In our case, generating new data
takes months of continuous operation, and due to the typical noise
or unforeseen problems that can arise in industrial applications, not
all of this data recovered from sensors can be salvaged afterwards.
From our point of view, a model for short or mid-term forecasting
with CRNNs that can be fitted with reasonable sized data sets is a very
useful and powerful tool for black-box forecasting of this kind of TS to
make decisions that affect the near future. Moreover, instead of seeing
DGBNs and CRNNs as exclusive choices of fouling models, it can be
argued that they can complement each other in different scenarios.
By fitting a DGBN model that is specifically tailored to perform long-
term forecastings, we can combine it with a CRNN that excels at
shorter forecastings and obtain the benefits of both. We can combine
the interpretability of the DGBN to improve both models at the same
time and the efficacy of the CRNN to perform accurate forecastings and

decisions about the near future. Forecasting the temperature over a long
span of time with the DGBN can give us an idea of the remaining useful
life of our current cycle, and performing short-term forecasts with the
CRNN as time passes can give us a clearer idea of how the profile of the
curve is going to change in the near future and can help us adjust our
decisions within the expected time frame that the long-term forecasting
provided us.

6. Conclusions and future work

Although only the physical properties of the process of interest were
available, our DGBNs were capable of making long-term predictions
with an acceptable MAE while our CRNNs where able to make short
and mid-term predictions with high accuracy. The strong outliers of
the cleanings present in the data set did not have a severe impact on
the forecasting, and the Markovian assumption for the network helped
in modelling the tendency of the series. However, increasing the order
of the DGBN drastically increases the learning time of the structure and
decreases the BIC score, so a compromise must be found between the
desired accuracy and the complexity of the model.

The reduced number of cycles resulted in the Markovian order one
DGBN models learning the most common tendency. Given that the
DGBN did not have enough evidence to discern between tendencies,
all forecasts tended to the same curve profile, incurring in greater
error. On the other hand, when we increased the Markovian order of
the network, we allowed the model to identify the tendency in the
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Fig. 8. RL graph representing the main components of an RL system in the particular case of the tube fouling problem.

instead temperature 𝑇1 as the reward as long as 𝑇2 does not exceed the
threshold of 1500 in which case we have a cost of −𝑇1:

𝑟(𝑠) =

{

−𝑇1 if 𝑇2 ≥ 1550
𝑇1 otherwise

(29)

In Fig. 8 offers a summary representing the main components of an
RL system in the particular case of the tube fouling problem. We have
the observations obtained from the sensors of the system that measure
the variables described in constructing the ODEs, 𝑇1, 𝑇2, 𝑆𝑐 , and 𝐶𝑎 as
well as the action applied in the previous instant 𝐴𝑡−1. The action space
depends on the type of alternative chosen among those in Section 4.2.1;
in this case, we have selected 𝑡𝑦𝑝𝑒1. The agent selects in each situation
a numerical value within the interval (0, 1); if it exceeds a certain
threshold the plant will stop. The agent determines values according
to the observations of which action increases the reward expectation,
where the values are determined by means of an exponential function,
taking 𝑇1 as the main objective.

4.2.3. Sample size considerations
In the design of a RL experiment, the approach to determining

the sample size differs from other ML problems. Instead of requiring
a static training sample size, RL needs a dynamic environment that
generates responses to interventions or a continuous simulation that
can generate uninterrupted responses until a failure or cessation of
the generative process occurs. In our case, we addressed this issue by
setting a sufficiently large time horizon to allow for potential failures
and achieve convergence in those cases where it occurred. The length
of the horizon depends on the specific problem, as it is conditioned
by the probability of failure or breakdown. It can be defined based on
expert criteria. Hence, we have been able to evaluate the performance
and effectiveness of our approach in different scenarios, ensuring the
validity of our results in relation to the sample size. It is worth noting
that we have taken into account some theoretical results regarding
the minimum sample size for training Bayesian networks (Chickering,
1996b; Madigan et al., 1995; Neapolitan et al., 2004), although in two
of our cases, the network structure was pre-defined by experts, which
reduces this requirement.

Furthermore, we have considered the inherent uncertainty in the
proposed generative systems and the selected algorithms. We con-
ducted multiple experiments to account for the stochastic factors present
in the data generation systems. We used descriptive statistics and
hypothesis testing that take into account these sources of variability to
obtain solid and statistically supported conclusions. Thus, the reliability
of our results is guaranteed.

4.3. Baseline models

Our proposals are an alternative to value and policy-based hybrid
strategies, so-called actor-critic strategies, which also try to solve the
two main problems of the high variance of the gradients and the high
number of iterations with the environment. Among them, we have
chosen the methods that also use machine learning algorithms (neural
networks) internally:

• A2C: A policy based alternative, a synchronous, deterministic
variant of A3C (Mnih et al., 2016).

• DDPG: Deep deterministic policy gradient. Deep Q-learning (value
based) is applied to the continuous action domain (Lillicrap et al.,
2016).

• PPO: Proximal policy optimization, a policy based alternative.
The main idea is that, after an update, the new policy should be
not too far from the old policy. To ensure this, PPO uses clipping
to avoid updates that are too large (Wang et al., 2020).

• SAC: Soft actor critic (SAC) off-policy maximum entropy deep
reinforcement learning with a stochastic actor (Haarnoja et al.,
2018).

The proposals defined to solve the considered problem of optimal
industrial control seek to include expert information. Expert informa-
tion comes from the system’s dynamics described by ODEs and the
professionals who currently carry out this task. Therefore, it is essential
to compare our method with current decision-making strategies.

Considering that a deterministic ODE is a good fit for the system
evolution, the problem becomes one of finding the optimal design
and can be solved with rules. Technicians use two rules: the first
proposes stopping when the fouling level 𝑆𝑐 exceeds 5, the level at
which isolation makes the process very inefficient. The latter proposes
stopping when the temperature level in 𝑇2 exceeds a threshold that is
considered risky, 1550 ◦C.

The following figures present the results of applying the first strate-
gies in the system. We can see in Fig. 9, which represents the most
common configuration, that the strategy is valid and seems to give
good results since the furnace keeps running for a long time at high
temperatures without exceeding the security thresholds.

The case in Fig. 10 shows one of the weaknesses of these strategies:
they tend to over-adjust to common situations and can even be harmful
in situations with minor variations. In this case, we observe how the
rule is inefficient, and the temperature remains at very high levels even
though fouling does not exceed the established level. This entails high
risks and reduces profit. In Figs. 11 and 12, where the configuration is
more favourable, the results are more similar to the case represented
in Fig. 9.
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Fig. 6. Trajectory of the different variables measured in the environment. The colour represents each of the settings in the environment (see 1).

𝑇2 is the temperature of the heater which, when this action is
applied, is brought to the minimum temperature 𝑇𝑚𝑖𝑛. Note that
we can decide at any instant of time, to stop until the fouling is
removed or resume operations sooner.

• Type 2, varies the temperature 𝑇2(𝑡), applied to the walls, in a
continuous range to increase the internal temperature and the
reaction rate. With this action space, the optimal policies found
by the agents gradually increase the temperature to accelerate the
reaction without the risk of exceeding the melting temperature.

• Type 3, varies the flow rate 𝑄𝑖𝑛(𝑡). This causes the temperature
𝑇1(𝑡) to drop as more liquid is introduced at a lower temperature
and the fouling capacity 𝐶𝑎 is replenished as the new product
contains more soil. 𝜕𝑄(𝑡) > 0 ⇒ 𝜕𝑇1(𝑡) < 0 𝑦 𝜕𝐶𝑎(𝑡) > 0

The causal representation provided by the system of ODEs is illus-
trated in Fig. 7; this is the structure of the Bayesian network, where
node A represents a distribution of actions.

4.2.2. Definition of the problem in RL
The basic structure of an RL model consists of three main parts:

the environment, the reward and the actions to be applied. The en-
vironment is described by the values that the variables take along the
trajectory of 100 temporary evaluations that we generate from the ODE
system between decision making steps, in addition to the last applied
action. Additionally, we define the action space in the simplest way: we
only have to decide whether to continue or stop to clean by removing
dirt and reducing the temperature. Finally, the reward is the estimated
value of the product obtained in the reaction. However, this is an
exponential function of the temperature 𝑇1 reached inside the tube. To
simplify and compare the results of the different experiments, we define

Fig. 7. Graph derived from a system of ordinary differential equations.
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Fig. 11. Trajectories of the different variables measured in the environment for the case of fouling with typical strategies. The rule ‘‘if 𝑆𝑐 ≥ 5, then stop and clean’’ is applied.
Parameter setting 𝑝𝑎𝑟𝑎𝑚3 in Table 1 is used.

Fig. 12. Trajectories of the different variables measured in the environment for the case of fouling with typical strategies. The rule ‘‘if 𝑆𝑐 ≥ 5 then stop and clean’’ is applied.
Parameter setting 𝑝𝑎𝑟𝑎𝑚4 in Table 1 is used.

Table 2
Average reward and average failure rate, obtained in 100 simulations
of trajectories of 100 time units for the CartPole and fouling (𝑝𝑎𝑟𝑎𝑚1)
problems.

Environment CartPole Fouling 𝑝𝑎𝑟𝑎𝑚1

Algorithms AR FR AR FR

DDPG 131 0.25 −62 0.4
A2C 147 0.25 205 0.15
PPO 120 0.10 225 0.32
SAC 170 0.10 257 0.10
𝑅𝑢𝑙𝑒1 (𝑇2 ≤ 1200) – – 283 0
𝑅𝑢𝑙𝑒2 (𝑆𝑐 ≤ 5) – – 263 0
𝑅𝐵𝐿𝑁𝐸𝑋𝑃 190 0.02 293 0.01
𝑅𝐵𝐿𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 196 0.01 289 0.05
𝑅𝐿𝐵𝑁𝐵𝐷𝐴𝑇𝐴 175 0.1 261 0.15

𝑅𝐿𝐵𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 , which has a very similar network structure and a p
value of 0.433. Although 𝑅𝐿𝐵𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 also achieves good results,
the failure rate is similar to those of DDPG and PPO. In Table 3, we

can observe the different performance levels of each model when facing
new scenarios.

Regarding the CartPole environment, 𝑅𝐿𝐵𝑁𝐸𝑋𝑃 achieves an av-
erage reward improvement of more than 40 points compared to the
other models, while maintaining a failure rate that is less than half of
those in DDPG and PPO. On the other hand, 𝑅𝐿𝐵𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 performs
better than 𝑅𝐿𝐵𝑁𝐸𝑋𝑃 with an average improvement of up to 50 points.
However, its runs more risks, with a failure rate similar to DDPG and
PPO. Nevertheless, without expert references on the system’s operation
to manage the uncertainty in the exploratory phase, the failure rate of
𝑅𝐿𝐵𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 is similar to other models.

The data-based model differs from the other two proposals and
is similar to the results obtained with the PPO algorithm and 𝑅𝑢𝑙𝑒2.
𝑅𝑢𝑙𝑒2 is conservative and it is common for historical data. Reducing
the application of actions with high uncertainty makes 𝑅𝐿𝐵𝑁𝐵𝐷𝐴𝑇𝐴
more conservative, applying the actions with the highest historical
probabilities. PPO is similar to TRPO but simpler, and it can lead
to bad decisions; however, it introduces a concise restriction on the

13

G. Valverde, D. Quesada, P. Larrañaga et al. Engineering Applications of Artificial Intelligence 125 (2023) 106657

Fig. 11. Trajectories of the different variables measured in the environment for the case of fouling with typical strategies. The rule ‘‘if 𝑆𝑐 ≥ 5, then stop and clean’’ is applied.
Parameter setting 𝑝𝑎𝑟𝑎𝑚3 in Table 1 is used.

Fig. 12. Trajectories of the different variables measured in the environment for the case of fouling with typical strategies. The rule ‘‘if 𝑆𝑐 ≥ 5 then stop and clean’’ is applied.
Parameter setting 𝑝𝑎𝑟𝑎𝑚4 in Table 1 is used.

Table 2
Average reward and average failure rate, obtained in 100 simulations
of trajectories of 100 time units for the CartPole and fouling (𝑝𝑎𝑟𝑎𝑚1)
problems.

Environment CartPole Fouling 𝑝𝑎𝑟𝑎𝑚1

Algorithms AR FR AR FR

DDPG 131 0.25 −62 0.4
A2C 147 0.25 205 0.15
PPO 120 0.10 225 0.32
SAC 170 0.10 257 0.10
𝑅𝑢𝑙𝑒1 (𝑇2 ≤ 1200) – – 283 0
𝑅𝑢𝑙𝑒2 (𝑆𝑐 ≤ 5) – – 263 0
𝑅𝐵𝐿𝑁𝐸𝑋𝑃 190 0.02 293 0.01
𝑅𝐵𝐿𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 196 0.01 289 0.05
𝑅𝐿𝐵𝑁𝐵𝐷𝐴𝑇𝐴 175 0.1 261 0.15

𝑅𝐿𝐵𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 , which has a very similar network structure and a p
value of 0.433. Although 𝑅𝐿𝐵𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 also achieves good results,
the failure rate is similar to those of DDPG and PPO. In Table 3, we

can observe the different performance levels of each model when facing
new scenarios.

Regarding the CartPole environment, 𝑅𝐿𝐵𝑁𝐸𝑋𝑃 achieves an av-
erage reward improvement of more than 40 points compared to the
other models, while maintaining a failure rate that is less than half of
those in DDPG and PPO. On the other hand, 𝑅𝐿𝐵𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 performs
better than 𝑅𝐿𝐵𝑁𝐸𝑋𝑃 with an average improvement of up to 50 points.
However, its runs more risks, with a failure rate similar to DDPG and
PPO. Nevertheless, without expert references on the system’s operation
to manage the uncertainty in the exploratory phase, the failure rate of
𝑅𝐿𝐵𝑁𝑆𝐸𝑀𝐼𝐸𝑋𝑃 is similar to other models.

The data-based model differs from the other two proposals and
is similar to the results obtained with the PPO algorithm and 𝑅𝑢𝑙𝑒2.
𝑅𝑢𝑙𝑒2 is conservative and it is common for historical data. Reducing
the application of actions with high uncertainty makes 𝑅𝐿𝐵𝑁𝐵𝐷𝐴𝑇𝐴
more conservative, applying the actions with the highest historical
probabilities. PPO is similar to TRPO but simpler, and it can lead
to bad decisions; however, it introduces a concise restriction on the
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Ball-bearing degradation

Ball-bearing degradation Puerto-Santana, Larrañaga, Bielza (2022a)

BPFO

BPFI
BSF

FTF

BALL

CAGE

OUTER RACE

CAGE

INNER RACE

Real bearing https://www.electricmotorengineering.com/ Setup; until one fails (Qian et al., 2017)

Vibrational sensors → signals → filtered signals → Fourier transform
→ 4 fundamental frequencies related to typical bearing defects in its components
(inner/outer rings, rollers and cage). 20 kHz

Observed variables: ball pass frequency outer (BPFO), inner (BPFI), ball spin frequency
(BSF), fundamental train frequency (FTF)
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Ball-bearing degradation

Ball-bearing degradation: hidden Markov models

X t X t+ 1 X t+ 2

Q t Q t+ 1 Q t+ 2

bi( x
t) bi( x

t+1) bi( x
t+2)

a ij a ij
TRANSITION

EMISSION

Hidden Markov model

6

Additionally, because the first p∗ observations are used as
conditionals in Eq. (4), the π parameter is shifted to pre-
dict the initial distribution of the Qp∗ hidden variable, i.e.,
{πi}Ni=1 = {P (Qp∗ = i|λ)}Ni=1. Observe that the complete
information probability of an instance xp∗:T of Xp∗:T and
an instance qp

∗:T of Qp∗:T can be expressed as:

P (qp
∗:T ,xp∗:T |x0:p∗−1, λ) = πqp∗

T−1∏

t=p∗
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Fig. 2. Graphical representation of an AR-AsLG-HMM model

4.2 Feasibility of the EM algorithm in AR-AsLG-HMMs

To perform the parameter learning, the EM algorithm can
be applied. However, we must define an auxiliary function
Q for the log-likelihood defined in Eq. (4). We propose
Qp∗(λ|λ′) as the auxiliary function for the EM algorithm,
defined as:

Qp∗(λ|λ′)
=

∑

R(Qp∗:T )

P (qp
∗:T |x0:T ,λ′) lnP (qp

∗:T ,xp∗:T |x0:p∗−1,λ).

(6)

Moreover, Qp∗(λ|λ′) can be decomposed as:

Qp∗(λ|λ′) =
∑

R(Qp∗:T )

P (qp
∗:T |x0:T ,λ′) lnP (qp

∗:T |x0:T ,λ)

+ lnP (xp∗:T |x0:p∗−1,λ)
∑

R(Qp∗:T )

P (qp
∗:T |x0:T ,λ′)

=
∑

R(Qp∗:T )

P (qp
∗:T |x0:T ,λ′) lnP (qp

∗:T |x0:T ,λ) + LL(λ)

(7)
If we define Hp∗(λ|λ′) as the first summand of Eq. (7), i.e.,

Hp∗(λ|λ′)
:=

∑

R(Qp∗:T )

P (qp
∗:T |x0:T ,λ′) lnP (qp

∗:T |x0:T ,λ)

therefore we have that Qp∗(λ|λ′) = Hp∗(λ|λ′) + LL(λ).
We now show that if we apply the EM algorithm with
Qp∗(λ|λ′), each iteration does not decrease the log-
likelihood as required.

Lemma 1. Let λ(s) be the parameters at iteration s of the
EM and λ(s+1) be the resulting parameters after the next
iteration of the EM. We have that Qp∗(λ(s+1)|λ(s)) ≥
Qp∗(λ(s)|λ(s)).

�

Lemma 2. Given two arbitrary models with re-
spective parameters λ and λ′, we have that
Hp∗(λ|λ′) ≤ Hp∗(λ′|λ′), and the equality holds when
P (qp

∗:T |x0:T ,λ) = P (qp
∗:T |x0:T ,λ′).

�

Theorem 1. Let λ(s) be the parameters at an iteration s of the
EM and λ(s+1) be the resulting parameters after the next
iteration of the EM. We have that

(a) LL(λ(s+1)) ≥ LL(λ(s)). In other words, the log-
likelihood of the model cannot worsen after an EM
iteration.

(b) The sequence {LL(λ(s))}s converges.

�

The proofs of the lemmas and theorems can be found in
the supplementary material.

4.3 The forward-backward algorithm in AR-AsLG-
HMMs

As the likelihood function of Eq. (4) and the emission
probabilities given by Eq. (5) have changed, the forward-
backward algorithm must be adapted. In the E step, we
compute the probabilities γt(i) = P (Qt = i|x0:T ,λ) for
t = 0, ..., T and i = 1, ..., N as the initial point to fit

Autoregressive asymmetric linear Gaussian
HMM
Puerto-Santana et al (2022b, 2022c, 2023)

Hidden state = bearing health state
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Ball-bearing degradation

Ball-bearing degradation: results

At B3: “Viterbi path” {Qt} for explaining the evidence. Interpretable?

Rather, map g(i) : Q → R depending on the model parameters (automatic numerical
labeling). In this case, g adds the mean magnitudes of all variables
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Ball-bearing degradation: results

Interpret the state-specific Gaussian BNs:

BPFI

BSF

FTF

BPFO BPFI

BPFO

BPFI_AR_1

BPFO_AR_2

BPFO_AR_1

FTF

BSF

FTF_AR_1

(a) BN given healthy bearings (b) BN given a bad health

(a) cage frequencies (FTF) determine the remaining variables;

(b) more complex, with other relationships and AR (impact of the past)
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Machine-tool condition monitoring

Machine-tool condition monitoring Diaz-Rozo, Bielza, Larrañaga (2020)

A machine-tool that produces engine crankshafts at high speed

31 machining cycles (crankshafts). 30 s and 3000 instances each

Variables: angular speed, temperature, power, and torque, taken from each of the two
spindle heads of the machine

J. Diaz-Rozo, C. Bielza and P. Larrañaga Engineering Applications of Artificial Intelligence 89 (2020) 103434

Table 3
Results of the GDPC+ tests 1 and 9 with different parameters and 𝑁 = 10.

.0 Test regression autolag maxlag 𝐼𝑛𝑠𝑡∕𝑠 𝐶𝐷𝑡𝑟𝑢𝑒 𝑛𝐶𝐷 Accu. [%] Recall [%] Spec. [%] F-score [%]

1 c AIC 8 779.56 ± 138.17 3.10 ± 0.94 13.00 ± 2.28 99.93 ± 0.05 99.94 ± 0.07 99.95 ± 0.05 84.92 ± 18.05
9 cdt BIC 8 782.47 ± 127.27 3.20 ± 0.87 13.50 ± 2.16 99.91 ± 0.03 99.89 ± 0.05 99.91 ± 0.03 87.08 ± 14.42

Fig. 3. (a) Dynamic component selection and concept drift stabilization evolution based on the data stream. (b) Number of instances detected as concept drift with a delay of
1000 instances.

Fig. 4. Elements of the real engineering application.

Table 4
Actionable insights results for regression = c, autolag = AIC, maxlag = 8.

Test 𝑁 𝐼𝑛𝑠𝑡∕𝑠 𝑛𝐶𝐷

1 1000 688.59 65.0
2 3000 698.64 64.0
3 5000 668.64 62.0
4 10 000 1737.84 0.0

and 698.64) because of the increased initial temporal window
size, i.e., more time was required for training. The changes in the
numbers of components are shown in Figs. 6a and 6c for 𝑁 =
1000 and 𝑁 = 3000, respectively. The number of components
varied around six with a minimum of five for 𝑁 = 1000 and

five for 𝑁 = 3000, and the maximum was eight in both cases.
The concept drifts detected with both values for 𝑁 are shown
in Fig. 6b (𝑁 = 1000) and Fig. 6d (𝑁 = 3000) versus the
power consumption signal, which is the most critical variable
for the machining cycles. It should be noted that the drifts
were located at different power values with similar spacings
between them. Thus, during the timing within the cycle (the
machine conducted the same process), the power fluctuations
from the machine were controlled to maintain the same cutting
conditions, thereby explaining the concept drifts. At this level of
analysis, the 𝑁 values for tests 1 and 2 configured the algorithm
to detect concept drifts in the control system in terms of energy
delivery, i.e., control system anomalies. In addition, other types

7
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Fig. 1. Algorithm schemes. The new features in GDPC+ are shown in red boxes. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

In the GDPC+ algorithm, the minimum BIC value is sought within a
range of possible number of components, where the lowest value BIC*
is preferred. Then, this value is:

BIC* = min
Ψ̂

(

−2 log𝐿(Ψ̂) + 𝑑𝑖𝑚(Ψ̂) log𝑁
)

.

Lughofer (2012) also used the BIC criterion during a splitting phase
of already extracted clusters (mixture components). A merging phase,
not using the BIC, is then applied, both phases leading to find the
number of clusters. This implicit drift reaction differs from GDPC+ that
first explicitly detects a concept drift and then finds the number of
clusters by minimizing the BIC criterion.

2.2. Concept drift transient stabilization

In this case, the improvement of the algorithm is based on the
hypothesis that a concept drift should be represented by a large di-
vergence between the current GMM and the GMM calculated after the
concept drift. To measure this divergence between two Gaussian mix-
tures with different parameters Ψ̂ and different number of components,
we use the closed-form Cauchy–Schwarz divergence defined by Kampa
et al. (2011). Therefore, we start from two GMMs:

𝑝(𝒙;Ψ) =
𝐾
∑

𝑘=1
𝜋𝑘 (𝒙;𝝁𝑘,Σ𝑘) (6)

and

𝑞(𝒙;Ψ) =
𝑀
∑

𝑚=1
𝜏𝑚 (𝒙; 𝝂𝑚,Λ𝑚), (7)

where 𝐾 is the number of components and 𝜋𝑘, 𝝁𝑘, Σ𝑘 are the param-
eters for GMM 𝑝(𝒙;Ψ), and 𝑀 is the number of components and 𝜏𝑚,
𝝂𝑚, Λ𝑚 are the parameters for GMM 𝑞(𝒙;Ψ). Each component in the
corresponding GMM is given by:

 (𝒙;𝝁𝑘,Σ𝑘) =
1

(2𝜋)𝐷∕2
|Σ𝑘|

1∕2
exp

(

−1
2
(𝒙 − 𝝁𝑘)𝑇Σ−1

𝑘 (𝒙 − 𝝁𝑘)
)

(8)

and

 (𝒙; 𝝂𝑚,Λ𝑚) =
1

(2𝜋)𝐷∕2
|Λ𝑚|

1∕2
exp

(

−1
2
(𝒙 − 𝝂𝑚)𝑇Λ−1

𝑚 (𝒙 − 𝝂𝑚)
)

, (9)

with 𝒙 ∈ ℜ𝐷.
The Cauchy–Schwarz divergence measure between 𝑝(𝒙;Ψ) and

𝑞(𝒙;Ψ) is given by:

𝐷𝐶𝑆 (𝑝, 𝑞) = − log

⎛

⎜

⎜

⎜

⎝

∫ 𝑝(𝒙;Ψ)𝑞(𝒙;Ψ)𝑑𝒙
√

∫ 𝑝2(𝒙;Ψ)𝑑𝒙 ∫ 𝑞2(𝒙;Ψ)𝑑𝒙

⎞

⎟

⎟

⎟

⎠

,

which can be rewritten as

𝐷𝐶𝑆 (𝑝, 𝑞) = − log
(

∫ 𝑝(𝒙;Ψ)𝑞(𝒙;Ψ)𝑑𝒙
)

+ 1
2
log

(

∫ 𝑝2(𝒙;Ψ)𝑑𝒙
)

+ 1
2
log

(

∫ 𝑞2(𝒙;Ψ)𝑑𝒙
)

.

By distributing the integrals into the sum and using Eqs. (6), (7), (8),
and (9), the closed-form expression is given by:

𝐷𝐶𝑆 (𝑝, 𝑞) = − log

( 𝐾
∑

𝑘=1

𝑀
∑

𝑚=1
𝜋𝑘𝜏𝑚𝑧𝑘𝑚

)

+ 1
2
log

( 𝐾
∑

𝑘=1

𝜋2
𝑘

(2𝜋)𝐷∕2
|Σ𝑘|

1∕2
+ 2

𝐾
∑

𝑘=1

∑

𝑘′<𝑘
𝜋𝑘𝜋𝑘′𝑧𝑘𝑘′

)

+ 1
2
log

( 𝑀
∑

𝑚=1

𝜏2𝑚
(2𝜋)𝐷∕2

|Λ𝑚|
1∕2

+ 2
𝑀
∑

𝑚=1

∑

𝑚′<𝑚
𝜏𝑚𝜏𝑚′𝑧𝑚𝑚′

)

,

(10)

where

𝑧𝑘𝑚 = 
(

𝝁𝑘; 𝝂𝑚,
(

Σ𝑘 +Λ𝑚
))

,

𝑧𝑘𝑘′ = 
(

𝝁𝑘;𝝁𝑘′ ,
(

Σ𝑘 +Σ𝑘′
))

, y
𝑧𝑚𝑚′ = 

(

𝝂𝑚; 𝝂𝑚′ ,
(

Λ𝑚 +Λ𝑚′
))

.

After measuring the divergence between two GMMs, it is important
to monitor its size. Thus, Mushtaq (2011) proposed the augmented
Dickey–Fuller (ADF) test for this purpose, which is a hypothesis test
that is generally used to test trends over macroeconomic data and
to determine whether the data are stationary or not. The data are
defined as stationary when the mean and covariance parameters are
time invariant during a time lag.

According to Cheung and Lai (1995), if 𝛥𝐷𝐶𝑆𝑡
(𝑝, 𝑞) = 𝐷𝐶𝑆𝑡

(𝑝, 𝑞) −
𝐷𝐶𝑆𝑡−1

(𝑝, 𝑞) is the Cauchy–Schwarz divergence change over time 𝑡, then

4

Multivariate Gaussian mixture model: f (x,θ) =
∑K

k=1 πk fk (x;µk ,Σk ), with fk a Gaussian

K can change
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Fig. 6. Changes in the number of components.

priori in order to correctly define the amount of data that needs to be
fed into the algorithm and to make its application highly flexible.

Based on the tests conducted with the GDPC+ algorithm, we can
conclude the following.

• The concept drifts detected by the GDPC+ algorithm could be
compared effectively with actual physical phenomena detected.

• The GDPC+ algorithm can operate under data stream conditions
with analysis frequencies as high as 0.3 to 1.5 kHz.

• GDPC+ outperforms GDPC under completely unknown condi-
tions, where it can update the GMM model automatically with
a significant reduction in the number of false positives.

• Model updating produces a large range of behavior rules, which
may contain information for each stationary state as well as
information about concept drifts.

In future research, we will investigate the online implementation of
the algorithm to work effectively under data stream conditions from a
machine while using the lowest amount of computing power and stor-
age as possible. Thus, the algorithm will be deployed in an embedded
system with a Zynq® Ultrascale+™ MPSoC as the processing unit in
a commercial device design, which will be developed by Aingura IIoT.
After the algorithm operates correctly in this device, we will conduct a
long-term validation study over longer production times.
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Appendix A. ADF Test implementation

In this case, the ADF test is run using the open source Statsmodels2

Python module and its function statsmodels.tsa.
stattools.adfuller(). According to this function, several pa-
rameters can influence the detection of concept drifts, as follows.

2 www.statsmodels.org.

11

N is the window length used for training
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Fig. 7. Schematic interpretation of the results in Table 6.

• 𝑫𝐶𝑆 is the vector of divergence values in ℜ between the current
GMM, 𝑝(𝒙;Ψ), and the updated GMM, 𝑞(𝒙;Ψ).

• regression is the order of Eq. (11) with the following different
options.

– c constant, i.e., 𝛽 = 0 and 𝛼 = 0
– cd constant and drift, i.e., 𝛽 = 0 and 𝛼 ≠ 0
– cdt constant, drift, and time trend, i.e., 𝛽 ≠ 0 and 𝛼 ≠ 0

• maxlag is the maximum lag in the test and it is calculated by:

𝚖𝚊𝚡𝚕𝚊𝚐 = 12 ×
( length of 𝑫𝐶𝑆 vector

100

)1∕4

with the shape shown in Fig. A.8. One of the objectives of GDPC+
algorithm is to significantly reduce the requirement for data
storage, so the values of maxlag should be kept small.

• autolag is used to select the lag 𝑝 from Eq. (11), as follows.

– None when the maxlag value is used
– AIC (Akaike’s information criterion) or BIC when the lag

is selected to minimize the corresponding information crite-
rion

Appendix B. Design of experiments for ADF

Similar to the GDPC approach proposed by Diaz-Rozo et al. (2018),
a Taguchi design is used to understand how these parameters influence
the results. This is a fractional factorial and orthogonal design of
experiemtns (DoE) where the factors (variables for analysis) and levels
(value ranges for each factor) are balanced to give all of the contrasts
needed to obtain the information from the experiment. The entry key
input employed to select the Taguchi design is the required number of
parameters. We considered three ADF test parameters: regression,
maxlag, and autolag, where each had three levels. Therefore, the

Fig. A.8. Maximum lag vs. size of the 𝑫𝐶𝑆 vector.

Table B.7
DoE: parameters and levels.

Parameters Level 1 Level 2 Level 3

regression c cd cdt
maxlag 8 10 12
autolag None AIC BIC

most suitable design to fit this number of parameters and levels is
the orthogonal Taguchi L9 design (Taguchi and Wu, 1979) with three
parameters at four levels, i.e., a 43 design with nine observations. The
values for each parameter are shown in Table B.7.

Random processes within the GDPC+ algorithm might influence
the ADF test, so the experiments were run 10 times, before averaging
the performance indicators and determining their standard deviations.
The results are shown in Table B.8, where column denoted as 𝐶𝐷𝑑𝑒𝑡
indicates when GDPC+ detected a concept drift.
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Table 6
Rules extracted from GDPC+ results.

Concept drift Component Rule Number of instances

3898

1

Power ≠ 0 W

359Temperature ∈ [34.12, 34.16] ◦C
Torque ≈ 0 N m
Angular speed ≈ 0 RPM

2
Temperature ≈ 34.2 ◦C

339Torque > 0 N m
Angular speed ⩾ 85.6 RPM

3
Power ≠ 0 W

374Temperature ∈ [34.12, 34.16] ◦C
Torque ∈ [0.23, 0.31] N m and [−0.12,−1.03] N m

4 Other 1717

5
Power ⩾ 0

42Temperature ∈ [34.14 − 34.25] ◦C
Torque ⩾ 0.26 N m

6 Temperature ≈ 34.2 ◦C 305Torque ≈ 0 N m

7
Temperature ≈ 34.2 ◦C

745Torque ⩾ −0.20 N m
Angular speed ⩽ −57.12 RPM

5215

1 Temperature ⩾ 36.3 ◦C 9Torque ≈ −4.42 N m

2 Temperature ⩽ 36.0 ◦C 61Torque ∈ [4, 6] N m and [21.3, 36.0] N m

3 Other 634

4 Angular speed ⩽ −1580.6 RPM 521

5 Temperature ≈ 36.4 ◦C 60Torque ⩽ 0.77 N m

6 Temperature ⩾ 36.4 ◦C 10Torque ⩽ −6.7 N m

7 Temperature ≈ 36.4 ◦C 17

6235

1 Angular speed ≠ 3820 RPM 10

2 Power ⩽ 0.16 W 20Angular speed ⩽ −3820 RPM

3 Other 936

4 Temperature ⩽ 36.0 ◦C 32Angular speed ⩽ −3819 RPM

5 Angular speed ≈ −3819 RPM 18

7469

1 Other 788

2
Power ≠ 0 W

166Temperature ≠ 36.3 ◦C
Torque ≈ 0 N m

3 Torque ≠ 0 N m 92Angular speed ⩾ 316.6 RPM

4
Temperature ⩾ 36.4 ◦C

175Torque ⩾ 0 N m
Angular speed ⩾ 0 RPM

5 Temperature ≈ 36.4 ◦C 21Angular speed ⩾ 0 RPM

(continued on next page)

process and its evolution, especially after the occurrence of concept
drifts. As an example, we considered the results for 𝑁 = 1000 and the
concept drifts shown in Fig. 6b located at instances 3898, 5215, 6235,
7469, and 8738.

To interpret the results, we selected the cluster label as the su-
pervised class variable to induce a set of rules using the repeated
incremental pruning to produce error reduction (RIPPER) learner (Hall
et al., 2009) implemented in WEKA as JRip. RIPPER constructed the
classification rules based on the information gain and then simplified
the rules using a pruning strategy. The rules shown in Table 6 were
obtained with a classification accuracy of 100% by using all of instances
as the training set.

According to the rules in Table 6, for the first concept drift at 3898,
Cluster 1 represented the state of a stopped machine, which did not

exist in the following concept drifts. Thus, one of the causes of concept
drift was the machine starting at below the operating temperature.
Clusters 2, 3, 5, 6, and 7 at 3898 were similar to cluster 2 at 5215
and they represented the machine working at low temperatures, i.e., it
was starting to warm up. After a certain temperature was achieved, the
current GMM was no longer valid, so a model update was launched at
6235. Therefore, clusters 1, 4, 5, 6, and 7 at 5215 can be interpreted
as the machine operating during the warm up, which required around
1 s at concept drift 6235. This concept drift was similar to that located
at instance 8738.

At 6235, the machine operated at high angular velocities and it
also finished the machining cycle. Thus, a concept drift was triggered
because the stopping of the machine was detected. Cluster 4 with low
power was related to a high angular speed where only spinning was

9
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4 Angular speed ⩽ −1580.6 RPM 521
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6 Temperature ⩾ 36.4 ◦C 10Torque ⩽ −6.7 N m

7 Temperature ≈ 36.4 ◦C 17
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1 Angular speed ≠ 3820 RPM 10

2 Power ⩽ 0.16 W 20Angular speed ⩽ −3820 RPM

3 Other 936
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process and its evolution, especially after the occurrence of concept
drifts. As an example, we considered the results for 𝑁 = 1000 and the
concept drifts shown in Fig. 6b located at instances 3898, 5215, 6235,
7469, and 8738.

To interpret the results, we selected the cluster label as the su-
pervised class variable to induce a set of rules using the repeated
incremental pruning to produce error reduction (RIPPER) learner (Hall
et al., 2009) implemented in WEKA as JRip. RIPPER constructed the
classification rules based on the information gain and then simplified
the rules using a pruning strategy. The rules shown in Table 6 were
obtained with a classification accuracy of 100% by using all of instances
as the training set.

According to the rules in Table 6, for the first concept drift at 3898,
Cluster 1 represented the state of a stopped machine, which did not

exist in the following concept drifts. Thus, one of the causes of concept
drift was the machine starting at below the operating temperature.
Clusters 2, 3, 5, 6, and 7 at 3898 were similar to cluster 2 at 5215
and they represented the machine working at low temperatures, i.e., it
was starting to warm up. After a certain temperature was achieved, the
current GMM was no longer valid, so a model update was launched at
6235. Therefore, clusters 1, 4, 5, 6, and 7 at 5215 can be interpreted
as the machine operating during the warm up, which required around
1 s at concept drift 6235. This concept drift was similar to that located
at instance 8738.

At 6235, the machine operated at high angular velocities and it
also finished the machining cycle. Thus, a concept drift was triggered
because the stopping of the machine was detected. Cluster 4 with low
power was related to a high angular speed where only spinning was
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Interpret clusters: for insights into machining process and evolution

Cluster number as the class variable to induce a set of rules (RIPPER)
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Energy disaggregation

Energy disaggregation Villa-Blanco, Larrañaga, Bielza (2021)

I Identify the operation of individual motors by using the aggregate power consumption

C1
C2

C3

Brucke et al. (2020) video

Electrical measurements from an industrial machine working in a real environment (high power consumers)

Variables: intensity (I), voltage (V ), active power (P), reactive power (Q), and apparent power (S), observed at 500Hz
and discretized into 30 states (equal width)×3 (3-phase motors, A, B, C)→ 15 variables

Classify the power consumption state (high/low/inactive) of each motor C1-C6 (6 classes), by using the energy
consumption of the machine as a whole

Physical relations: C1-C2, C5-C6 work together on similar tasks. C3 and C4 work synchronously with the motor pairs
C1/C2 and C5/C6, respectively
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Energy disaggregation: datasets
15 datasets. Training sequences all last 0.3 s (needs of the company); 150 obs/seq
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Energy disaggregation

Energy disaggregation: Multi-CTBNCs

QE
H=yes ,QE

H=no
QH
S=full ,QH

S=ave ,QH
S=emp

QS
E=yes ,QS

E=no

Eating

E
Hungry

H

Full
stomach
S

yes
noyes

no

full
average
empty

Significant differences wrt 6 independent CTBNC (global Acc 0.74 vs 0.68; F1 0.81 vs 0.8)

Expected relationships: C’s match the setup, same children for all C’s in the bridge
subgraph (similar motors), feature subgraph with 3-phase connections of S and P
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Energy disaggregation

Energy disaggregation: Multi-CTBNCs

Bielza, Li, Larrañaga (2011)

Significant differences wrt 6 independent CTBNC (global Acc 0.74 vs 0.68; F1 0.81 vs 0.8)

Expected relationships: C’s match the setup, same children for all C’s in the bridge
subgraph (similar motors), feature subgraph with 3-phase connections of S and P
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Energy disaggregation

Energy disaggregation: Multi-CTBNCs

Significant differences wrt 6 independent CTBNC (global Acc 0.74 vs 0.68; F1 0.81 vs 0.8)

Expected relationships: C’s match the setup, same children for all C’s in the bridge
subgraph (similar motors), feature subgraph with 3-phase connections of S and P
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